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the following terms as applied to a square matrix A = (a;;):

_, 1. eigenvalue;

B characteristic polynomial, 14()), of 4;

trace of A (tr(A)) .

s be an eigenvector of a real n x n matrix A corresponding to the eigenvalue
w that z is an eigenvector corresponding to the eigenvalue ™ of A™, for
n=1,2,3, - . Hence show that, if A is '

n idempotent matrix, then A must be 0 or 1.

Ipotent matrix, then ¥4(t) = t* and tr(4) = 0.

-+, A, be eigenvalues of an n xn matrix A with multiplicities. Prove
ing: |

J‘J"*'Z(aii = Xjpfori=1,2,--- ,m
STl
= A; X Ay X -+ X A, where det A means determinant of A.

if two diagonalizable matrices A and B have the same eigenvectors



2. (a) Define the following terms:
1. minimum polynomial;
ii. irreducible polynomial,
of a square matrix.
(b) Prove the following:
i. If m(t) is the minimum polynomial of an n x n matrix A and 14(t)
characteristic polynomial of A, then ¢4 (t) divides [m(t)]™.

ii. The characteristic and minimum polynomials of a square matrix ha

same irreducible factors.
. f(t) = t" + ap_1t" 1 + -+ + aqt + ag is the minimum polynomial

n—square matrix
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Hence find the matrix whose minimum polynomial is t—5 t3 —2 ¢24]

3. (a) Find an orthogonal transformation which reduces the following quadratit

to a diagonal form
5z7 + 1123 — 227 + 123173 + 122273
(b) Simultaneously diagonalize the following pair of quadratic forms

2 2 5 : )
T — 5 + 25— 2008 — 21008 — 2013y

3$% e .'173 SE 3$§ = 2331562 == 21‘2.’133 s 21‘1333.




4. (a) Prove that A is an n X n real symmetric matrix if and only if there exists an
orthogonal matrix @ such that QT AQ is diagonal.
Find an orthogonal matrix @) and a diagonal matrix D such that Q7 AQ = D,

where
B,
A= il 3|
-2 -4 5

(b) Define the term inner product in a vector space.
Let C[0, 1] be the vector space of all real-valued continuous functions on [0, 1].

For any two functions f(z) and g(z) in C[0, 1], define

1
(9= [ f@oa)de.
Show that ( , ) is an inner product on C[0, 1].

(c) Use the Gram-Schmidt process to find orthonormal basis for the column space

of the matrix
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