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d Y are two random variables having joint density function

%(ﬁ—x—y) iflcsr<22<y<4

0 otherwise.

1al densities of X and Y.

| cumulative distribution function.

w, and Y3, the time that a customer waits in line before reaching the service
> relative frequency distribution of observed values of V3 and Y5 is modeled
ity density function

e”" 0< g2 L4 < o0,

f(yl r'yQJ =

0 otherwise.



The random variable of interest is U = Y; — Y, the time spent at the service window.

1. Find the probability density function for U.
ii. Find B(U) and V(U)

(b) If X is a random variable with mean p and variance o®, then for any positive number £,

prove that
P{|X — p| > ko} < 5.

(a) Suppose that the length of time Y that takes a worker to complete a certain task, has!

the probability density function
ety =f.

fly) =

0 otherwise.
where 0 is a positive constant that represents the minimum time to task completion. Ll

Y;, Ya, ..., Y, denote a random sample of completion times from this distribution.
i, Find the density function for Yiy = min(Yi, ..., ¥a).
ii. Find E(Y(y))-
(b) Let X be a standard normal variate. Show that Y = X?isa chi-square randoin vaul

with degrees of freedom 1.

(c) Let ¥4,Y5,...,Y, be a random sample of size n from a normal dlstmbutlon wzth o el

.. : Y- ) 0 ,u)}
d 2. Zﬂi = —"'“"‘"'_( hat % RIS AL
1 and a variance of 0. If — show tha E Z; = ;_1 [ = I8

distribution with n degrees of freedom.

(a) The joint density function of X and Y is given by

fxv(@,y) = 21_[01021\/1____‘0_2 exp {2(1';1!02) {(33 ;1#1)2 ~ 29 ($ -;l.ul) (

where 2, y, i, p2 € R,01 > 0,05 >0 and | p e

i, Find the marginal density function of X. Name the density function.
{i. Find the conditional density function of Y given X = 2. Name the density il

iii. From (ii) deduce E(Y|X = z).



lottling machine can be regulated so that it discharges an average of ju oupces per

Tt has been observed that the amount of fill dispensed by the machine is normally

uted with o = 1.0 ounce. A sample of n = 9 filled bottles is randomly selected

output of the machine on a given day (all bottles are with the same machine

) and the ounce of fill measured for each. Find the probability that the sample

) differ from the true mean within 0.3 ounce for that particular setting.

i

80 balls are randomly selected from a box containing W white and B black balls. Let

pumber of white balls selected and

f the it ball selected is white,

that the n balls are selected with replacement, that is a selected ball is put back

x before the next ball is drawn. Find E(X) and V(X).

hat the n balls are selected without replacement, that is no selected balls are

1 the box until all the n balls are drawn. Find E(X;) and V(X;) and show that

W(W —1) w*

— e

- W+B(W+B—-1) (W+B)

1< n -
e variance, of X; + Xo+ ... + X, in terms of Var(X;) and Cov(X;, X;) for

< n. Hence, in part (b), by using X = X;+ Xo+ ... + Xy, find E(X) and

or(X) in this case smaller than that in (a)?



6. Let X be a random variable with proba};ility density function

B
7?7 exp i s =0,

otherwise.

ool —

flz) =

o

Determine the

(a) mean,
(b) variance,
(c) median,

(d) inter quartile range.




