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1 questions Time: Two hours

Define the following terms as applied to a square matrix A = (a;;):

1. eigenvalue;
~ 1i. characteristic polynomial, ¥4()), of A;

il trace of A (tr(A)) .

) Let 2 be an eigenvector of a real nxn matrix A corresponding to the eigenvalue

oo idempotent matrix, then A must be 0 or 1.

i, anilpotent matrix, then 1h4(¢) = t" and tr(A) = 0.

il )‘J_; Qg4 -4 Z(aﬁ o }\‘g_), for j‘ — 1,2, BER vl
‘ i
i, det A=Ay X Ay X - X )\, where det A means determinant of A.

‘ove ﬁha;t, if two diagonalizable matrices A and B have the same eigenvectors

rove the converse of the above statement with an assumption that the eigen-

of A are all distinct.



2. (a) Define the following terms:
1. minimum polynomial:
ii. irreducible polynomial,
of a square matrix.
(b) Prove the following:
i. If m(t) is the minimum polynomial of an n x n matrix A and (t)]
characteristic polynomial of A, then 4 (t) divides [m/(t)]™.
ii. The characteristic and minimum polynomials of a square matrix ha
same irreducible factors.
L. f(t) = t" + ap_1t™ ' + - + a1t + ag is the minimum polynomial o

n—square matrix
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Hence find the matrix whose minimum polynomial is £*—5 ¢3—2 2411

3. (a) Find an orthogonal transformation which reduces the following quadratic|

to a diagonal form
5xs + 1122 — 222 + 125,35 + 122973,
(b) Simultaneously diagonalize the following pair of quadratic forms
Ty — X3 + T2 ~ 2973 — 22173 — 221%s;

333% -+ iE% + 3$§ + 2$1$2 == 21172273 = 2w1$3.




Prove that A is an n x n real symmetric matrix if and only if there exists an
~ orthogonal matrix @ such that Q" AQ is diagonal.
- Find an orthogonal matrix @ and a diagonal matrix D such that QTAQ = D,

where

—2 4 =2
A= 4 4 —4
-2 -4 &

| Define the term inner product in a vector space.

Let C[0, 1] be the vector space of all real-valued continuous functions on [01] P

| For any two functions f(z) and g(2) in C[0,1], define

1
(f.g) = f @)l

~ Show that (, ) is an inner product on C10, 1.
 the Gram-Schmidt process to find orthonormal basis for the column space

o the matrix
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