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1. (a) Let (o") be a sequence of rea.l numbers satisfying

4"+1 < (1+))o"+)p, n =0, 1,2,..., where ) > 0 and p | 0.

Prove that

0, S e"rco + (€"r - 1) p, n:0, 1,21. . ..
(b) Letg€C,[0,1] be the solution of m_dimensional system

a,: l(8,9), 0l e ! 1, s(0) : r,,

where for some norm

ll f(x,u) - J@,u) l) < L) u _ u) and I s,,(o)li ! .K

with L > 0lor all u. u ( lRa and tor 11. r € [0. l].
Show that for any c and i,

'l v(r -,4) - y1rl - "!'tx)t S i h'? K.

(c) For given ge, let y\ 92, . . ., gN be given by the explicit Euler method

9"+r: u" + hl(nh,y"), n:0, 1,2,..., lr'-1,
where A is chosen so that lfA = 1.

Show that

Ly( t) - y,r, 4 eL, u _ .t6, 
f e' ,t.



.;'1

2. (a) Defin9 l,he lprms Convergence, Consistency ond Zero-stability ol s

lineax multi-step method

iok
lq s,,1:nlo, "/,rr. (o* = t).
j=o j=o

:,I) i 1 'Ged for solving initia.l \,€lue p.obiems of the form

s': l@'s), a 3x !b, y(a):u,

whcre

9rlo,!l --+ lR* and /: [a,b] xlR-*R-.
(b) State Dahlquist's Theorem giving necessary and suffcient conditions for

a linear multist€p method to be conv€rgent.

(c) Wlite down the fust and second characteristic polynomials, p(x) anl o(x)
of the linear multi-step method ard show that the method is consistent with
the initial value problem if and only if

p(1):0 and p'(t): o(r).

(d) Find the va.lues of the paxameter d for which the linear multi-step method

!*+z - (1 - a)an+r - <ta" : hl1 + 2d)2 J"+2 - 2(1 + o) J"+1 + (1 - a),f"1

i6 convergent

3. (a) Define the Order of the linear multi-step method in tem,s of the associ&ted

Iineax operator. Show that the order of the method

Iy"-2.(1-o)yo11-ay" it41- oJ\Jn-t + J")

is independent of the parameter @,

(b) Show that a linear multistep method with chaxacte stic polynomials p and

d is of order p if and onlv if

p(z) - ln(z)o(z) : go*1(z * L)p+r'l Cr+z(z - 1)o*t + . . .,

lz-11 <iwithColl 10.
(c) A linear multi-step method with characteristic polynomial

P(z)=;22-z-1

is of maximum order. Find the method and the elror constant.



4. (a) Define the Stability polynomial of a linear multi-step method in terms of
the characteristic polynomia]s associated with the method.

(b) Staie a necessary g.nd suffiiient condition for a linear multlstep method,
to be absolute stable for given z € C, in tenns of the roots of the stabilitv
polynomial.

(c) Show that the expression fo! the locus of
boundary of the region of sbsoiute stability)

h.
9"+z - u"+t : ,\3!"+r -

is given by

d-&n (where d,R the

for the

_t., 2(2cose - cos2 A - 7)
' 5 - 3cosd *oTH

for some, € I0, 27r].

Deduce the interval of absolute stabiiity; check your result by u6ing Routh
-Hurwitz crite on to find the interval of absolute stability.

5. (a) The coefficient of a,ll s-stage Runge Kutba method are given by the Butcher
array

clA
lr'' C:Ae, e:(1, 1, 1,..., 1)"

Show that the method is absolutely stabl€ fo! given z € C if det (1_2.4) I 0
and lr9(z)l 5! 1, where R(z) : 1+ z{(t _ zA)-te.
Deduce that, for an s-stage explicit method, _R(z) is a polynomial of degree
s and hence, prove that all explicit s_sbage Runge_Kutte methods of order
s have identical region of absolute stability.

(b) Determine the interval of absolute stability of the two_stage explicit Runge_
Kutta method represented by the Butcher axray

This method is used to solve the initiai-value problem

s' = -(2x1r)y2, y(0) = I
on [0, 1]. Find an apptopdate bound for the steplength so that the choic€
of step-tength does not conflict with the criterion for absolute stabilitv.

1 1 FFg iJil



6. (a) An impiicit Runge-Kutta method for the first order initial-value problem

yt : J@,s), y(a\ : v

is given by

ftr : n.r(r" - !. ,, _ $r _ 
rr1r,1

j-t. lt 'r'- k": t 3 l
\ t|\t" I h J''Akt-a*

31
. I !r"-t: !"L;kt--t, n:0.t.2....,

wnere ,li ;s tle step-length, c- : (r + nh. When this method is applied to
,;, -.,- -",1!.9ifi"."otiot "quation 

y': )g, show that

(r - lri, - j.r,r,,) y, _, : (' l^i,) ,".\ 3 0 ./ \ 3 ,/"'
H€nce, show that the implicit Runge-Kutta method is absolutely stable for
all )/r < 0.

(b) Prove that the one paxsrneter fonily of semi-implicit method.s given by the
array

tu=}

is algebraically stable for all p ! 0.

9r=l


