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Answer all questions. Time allowed: Three hours

1. (a) Let (z,) be a sequence of real numbers satisfying

Tnt1 S (L4 N)zn + Ay, n=0, T8 s where A > 0 and u > 0.

Prove that
i S Mg o (6 = Dty =002 o

(b) Let y € C%[0,1] be the solution of m-dimensional system
y=/f(z.y), 0<sz<1, y(0)=y,
where for some norm
I f@u) = f(z,0) || < Lilu—v]| and |ly'(z)]| < K

with L > 0 for all u, v € R™ and for all ¢ € [0, 1].
Show that for any = and A,

1
l9(z + k) = y(o) — /' ()]] < 5 VK.
(c) For given yo, let y;, Y2, - . -, Y~ be given by the explicit Euler method
Ynt1 = Yo +hf(nh,yn), n=0,1,2,..., N-1,

where h is chosen so that Ni = 1.
Show that L
2
1y(1) —ywll < e|jv — || + 55(6‘7‘ =1}

1



2. (a)

(b)

Define the terms Convergence, Consistency and Zero-stability of a

linear multi-step method

k k
Zﬂ’j Ynts = hzr@’j Jorgy (o =1),
§=0 j=0

“used for solving initial value problems of the form

y'=fzy), a<z<h yla)=v,

where .
y:la,b] = R™ and f:[a,b] X R™ — R™.

State Dahlquist’s Theorem giving necessary and sufficient conditions for

a linear multi-step method to be convergent.

Write down the first and second characteristic polynomials, p(z) and o(z)
of the linear multi-step method and show that the method is consistent with
the initial value problem if and only if

p(1) =0 and p'(1) =o(1).
F'ind the values of the parameter a for which the linear multi-step method
Yns2 — (1 = @)yns1 — QW = B[(1 + 20)* fugo — 2(1 + @) frg1 + (1 — @) f3)]
is convergent,

Define the Order of the linear multi-step method in terms of the associated

linear operator. Show that the order of the method

1
Ytz = (1 + @)yni1 + g = 511(1 — @)(frr1+ fn)

is independent of the parameter a.

Show that a linear multi-step method with characteristic polynomials p and
o is of order p if and only if

p(z) —In(z)o(z) = Cppa(z — P 4+ Cppaz — 1P + .. .,

|Z— 1| < 1 with Gp+1 % 0.

A linear multi-step method with characteristic polynomial
blz) =2 —2—1

is of maximum order. Find the method and the error constant.



4. (a) Define the Stability polynomial of a linear multi-step method in terms of
the characteristic polynomials associated with the method.

(b) State a necessary and sufficient condition for a linear multi-step method,
to be absolute stable for given z € C, in terms of the roots of the stability
polynomial.

(c) Show that the expression for the locus of OR, (where OR, d
boundary of the region of absolute stability) for the twgs epnielhddl A R P>

h
Ynt2 = Ynt1 = 5(39’%1 —Un

is given by

for some 6 € [0, 27].
Deduce the interval of absolute stability; check your result by using Routh
-Hurwitz criterion to find the interval of absolute stability.

5. (a) The coefficient of an s-stage Runge-Kutta method are given by the Butcher

array

C|A

o C=4Ae, e=(1, 1, 1,..., 1.

Show that the method is absolutely stable for given z € Cifdet (I—24) #£0
and [R(z)| <1, where R(2) =1+ 207(I — zA)~le.

Deduce that, for an s-stage explicit method, R(z) is a polynomial of degree
s and hence, prove that all explicit s-stage Runge-Kutta methods of order
s have identical region of absolute stability.

(b) Determine the interval of absolute stability of the two-stage explicit Runge-
Kutta method represented by the Butcher array

0]0
11
1
2

o o

b=

This method is used to solve the initial-value problem
Y =—(2z + 1)1?, y(0) =1

on [0, 1]. Find an appropriate bound for the step-length so that the choice
of step-length does not conflict with the criterion for absolute stability.
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6. (a) An implicit Runge-Kutta method for the first order initial-value problem
v =fz,y), yla)=v
is given by
ky = h’f(xn_l“E: yn+—5—k1 -

3 B he
3 1
ks = hf(za+h, y, + Zkl = Zkz):

ks),

3 il
Ynt1 = yn‘FZkl‘i"akz; n=0,1,2 ...,

where h is the step-length, z,, = a 4+ nh. When this method is applied to
the differential equation y' = Ay, show that

s 1
(1 —~ M+ EA%?) T (1 + gm) Un

Hence, show that the implicit Runge-Kutta method is absolutely stable for
all Ah < 0.

(b) Prove that the one parameter family of semi-implicit methods given by the

array
35{.-—1 3!&—-1 O
Gu G
%’*‘—‘ 7 1—;& is algebraically stable for all x < 0.
1

‘ 3u®
3p2+1 3,u§+1



