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CS 408: Compiler Design

Answer all questions

This paper has 4 questions in a total of 3 pages

1 the abstract sense, a machine that has a finite number of states and
sitions among them.
of finite antomaton in compiler design. [10%)
) ) 'W'ing'DFA in words briefly, and give a regular expression fto represent
four states A,B,C,D; A is the startstate and D is the only final state; the
of 1 and 0, and the (ransitions arc written as triplels:
phabet symbol, to state):
,B) (B,1,C) (B,0,B)
g : [20%)]
,A) (D,0,B) (0,1,0)

A can be converted into a DFA with relevant detail. [15%]

“can be converbed Lo be with minimal set of states. [10%)]
. 2 . #
truction for Lhe regular expression, FO )0k (0* e )* O
S) rsed DA for the same language of the expression. [25%)]

and DFA have the same constructs, explain why it would be difficult

an cquivalent DIFA for a given regular expression. [10%)]

yressive power of regular expression, NFA and DFA. [10%)]

compiler recombine the tokens identified in the lexical analysis phase
il tax tree which reflects the strneture of the input text with respect to
iming language.

and structure of context-free grammars and describe its part in the

[ a compiler. [10%]

1ple explain how the syntax analyser constructs the syntax tree through

[10%]
> - . ;
s in the context of syntax analysis and and the problems arisen in
) ambiguity. [10%]
uity in a context-frec grammar and explain how ambiguity can
[20%]

!



Continuation of Question 2. .. 213 1S Angs

(e) Consider the [ollowing operators:

® The operator 1 is used to find to the power of y. (Example: 713 = 79)

e The | is used to find # to the power of 1/y. (Bxample 7 | 3 = VT
* The operator @ is nsed to find the greatest common divisor of x and y. (Exan
21015=13)
here the ® operator has a lower precedence than the other two operators. The "Pky
operators have the same precedence level. Answer (he [ollowing questions:
L Write a simple context free grammar for the operators stated above,
ii. Describe the associativily of the operators using suitable examples,
iii. Pind out whether l;]lC granmmar you have given in part i. is ambiguous or nof

the aid of a suitable example.

iv. Il the granmmar is ambiguous then rewrite (he grammar to remove Lhe ambiguily.

it is not ambiguous then explain how it is so.
v. Apply the unambiguous grammar to construct the syntax tree for the inpuf
6120162,
3. A predictive parsor is a recursive descent, parser thal, docs not require backtracking.
(a) Bxplain the process of predictive parsing.
(b) With a suitable example show how First and Nullable helps predictive parsing,

(c) Using suitable examples describe situations where the First and Nullable [ail their purpg
in predictive parsing.
(d) With a suitable example explain how Follow helps the predictive parsing.

(¢) State clearly the LL(1) parsing moethod.

(f) Consider the [ollowing grammar with four levminals: =, +, %, ipt.
S =% BB
A - %
B — ¢

B — intBB

B = A=
Answer the following:

i. Construct the Nullable, First. and Follow sols.
ii. Construct the LL(1) parsing table.
(8) Explain what, is meanl by conflicl, in LL(1) parsing and the canses for conllicls.

(h) Discuss the causes for conflicts and ways to remove it in the LL(1) parsing table you
constructed in part, [(ii).



3/3 €S 408-2010

ab reads input from left to right and produces a rightmost derivation
ple form of LR parser.

ber of actions associated with an SLR parser. List those aclions and

lved in constructing the SLR parsing table from a DFA.
a given inpib string of tokens can be parsed using SLR. parser.

owing grammar, NFA [ragments and the DFA transitions for the gram-

NFA fm.gmmﬁ DFA transitions
(1,8, 2) (fo, S, I1)
; (3, S, 4, a, 5) (I, 8, Is)
(6, b, 7) (1o, b, I2)
(8, ¢, 9, a, 10) (Ip, ¢, Iy)
i (I3, a, I4)

fragments,ihe numbers represent the NTA states and the symbols 8,

ub tokens which make the transitions among NFA states.

S W ch make the transitions among DFA stales.

and DFA in a graphical form suitable to construct the SLR parsing
en information.

he SLR parsing table.

string “e a a” showing all sequence of actions and the state of the

token e on to the stack.

okens of the input one at a time until one is found such that an operation

n']._ﬂh'.‘il..’! exccution of the parser.
e of actions and the state of the stack for parsing the input “bacadfa”
table constructed in part ii. and the rules given above. Be sure to

actions (for both stack and input).

[10%)
[15%)
[10%]

[10%)
[20%)]

[10%)

[25%)]



