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2. (a) Define the terms “unitary matrix” and “elementary Hermitian matrix 7. [il

(b) Show that, for any real vector z, there is a real elementary Hermitian matui
H(w) such that H(w)z = cei, where ¢ = 27z and ¢; = (1,0,0,... ,'O)T.

What is the optimal choice of the sign of ¢ for the computation of w? (208

(c) Let H(w) be an n x n elementary Hermitian matrix and let I be the m x 1

identity matrix. Show that the partitioned matrix

e
O | H(w)
is an elementary Hermitian matrix. 20

(d) Determine an upper triangular matrix U such that HA = U, where H is

?

product of elementary Hermitian matrices and

1, =3 .5
A=h o  at
2 5 0

(b) Given that A is strictly diagonally dominant, prove that A is non-singular.
Given also that A = [ — L — U, where L is strictly lower triangular and U is
strictly upper triangular. Verify that || L+ U ||so< 1 and obtain a bound for
A~ oo - [25]

(c) For arbitrary z(9, a sequence {2} is defined by

2 = (I~ wL)™Mwb + [(1 - w)l +wU]e™}, r=0,1,2,3... -
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Q}W tha‘tx = :L-(7'+ ) e M(:{,‘ — .'L'(? })} T = 0’ 11 2, sy Whele F ==
= (I - wL)~'[(1 — w)] + wll] and Az = b. State a necessary and sufficient
n for {z("} to converge to 2. ' [10]
0 < w < 1and let A be any complex number with | A |> 1. Show that
Fw~1| >|wA| > w. Deduce that if A is any eigenvalue of M , then
[30]
ving equations are to be solved by successive over-relaxation with a
n parameter 1.1. 3

vith 2 = 0, obtain 20, 2 and bound for || & — 2@ lloo-
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he term “upper Hessenberg matrix.” [05]

1L 7 X n matrix. Describe how a non-singular matrix S, a prod-
mentary lower triangular matrices and elementary permutation
s, can be obtained so that S™'AS is an upper Hessenberg matrix.
| 30

- number of multiplications needed for this process. Explain why
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(b)

find an upper Hessenberg matrix S 'AS, where S is a product of elementary

permutation matrices and elementary lower triangular matrices. (34

Let A = (a;;) be an n x n upper Hessenberg matrix such that

ao1032 .« Qpp—1 7é 0.

Show that the characteristic polynomial p()A) of A is given by
p(A) = any1(A)asibss . .. an -1,
where a4, is given by the recurrence relation
A = Q1 + Qlor + ¢ Al + CQry1Grgay, T = 1,2, e W T

oy i8a funetion of A, r=1.2. ..,%

(Assume that oy =1, ant1n = 1).

The upper Hessenberg matrix
20 P e
80
A= '
0 -1 -1 0
0 0 a1 1

has one eigenvalue A in (3.4,3.5). Find the characteristic polynomial of A, and
its derivative at Ay = 3.5. Apply one step of the Newton method to obtain a

new estimate for .
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that the eigenvalue A, of largest modulus and corresponding eigen-

r 2 of an n x n matrix A have been computed by the Power method.
hat there is a non-singular matrix S, a product of an elementary

n matrix and an elementary lower triangular matrix, such that

is an (n — 1) x (n — 1) matrix and v is an (n — 1)-column vector.

’ [25]
how the other eigenvalues and eigenvecto;s of A could be com-
[20]

the matrix

2 1 D
A= 8 —]
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close to 3.4 and that a corresponding eigenvector approx-
y Ly 3)7. Obtain 2 x 2 matrix B whose eigenvalues approximate
genvalues of A . 130

nvector of an n X n matrix. [25]



