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EASTERN UNIVERSITY, SRI LANKA
EXTERNAL DEGREE EXAMINATION IN SCIENCE
SECOND YEAR FIRST SEMESTER - 2002/2003

(Oct./Dec.’ 2006)
EXTMT 203 - EIGENSPACES & QUADRATIC FORMS

Answer all questions -Time : Two hours

1. Define the term “an cigenvaluc of a lincar transformation”.

(a) Let A be a non singular matrix in R, «,,. Show that the characteristic polynomial .

of A-!is
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Deduce that if oy, @9, ---, @, arc the cigenvalues of A with algebraic mul-
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tiplicitics 1 then —, —, ---, — arc the cigenvalues of A~! with algcbraic
Q) (kg &,

multiplicitics 1.

é(h) Prove that an » x n matrix A is similar to diagonal matrix D whose diagonal

clements arc cigpnvalues of A if and only if A has n lincarly independent cigen-

vectors. ?
(e) Let
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Find a non-singular matrix P such that P~'AP is diagonal.
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2. Decfine the terms “positive definite” and “orthogonal” as &pp]iod to a squarc matrix,
(a) Prove that a matri)affﬂi is orthogonal if and only if columns of A form an orthonor-
mal sct.

(b) Prove that a squarc matrix A is positive definite it and only if all the cigenvalues

of A arc positive.
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(¢) Find an orthogonal matrix whose first column is [ —=, —=, —= |.
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3. (a) Define the term “minimum polynomial” of a squarc matrix.

(b) State and prove the Cayley-Hamilton theorem.

By cvaluating the characteristic polynomial of the matrix A given by
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show that A-! = —E(A"‘ — 2A — 61), whero I is the identity matrix of order 3.

(¢) Find the minimum polynomial of the matrix A given by
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4. (a) Prove that it A aiid Ae arc two distinct roots of the equation |[A — AB| = 0,

where A and B arc real symmetric matrices and u; and uy are two vectors such

that (A — AB)u; =0 for i = 1,2, then u] Buy = 0.
(b) Simultancously diagonalize the following pair of quadratic forms
by = $‘E = J?:i = 2.’1‘-% — 20125 + 4202y ,

By = i + 203 + 225 — 23115 — 2T



